Efficient method for lasing eigenvalue problems of periodic structures
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Lasing eigenvalue problems (LEPs) are non-conventional eigenvalue problems involving the frequency and gain threshold at the onset of lasing directly. Efficient numerical methods are needed to solve LEPs for the analysis, design and optimization of microcavity lasers. Existing computational methods for two-dimensional LEPs include the multipole method and the boundary integral equation method. In particular, the multipole method has been applied to LEPs of periodic structures, but it requires sophisticated mathematical techniques for evaluating slowly converging infinite sums that appear due to the periodicity. In this paper, a new method is developed for periodic LEPs based on the so-called Dirichlet-to-Neumann maps. The method is efficient since it avoids the slowly converging sums and can easily handle periodic structures with many arrays.
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1. Introduction

Lasers based on microcavities are highly attractive due to their small size, low power consumption, and potentially high modulation speed [1–3]. For analyzing a microcavity laser, it is often necessary to calculate the eigenmodes of the microcavity. These modes are solutions of the linear frequency-domain Maxwell’s equations without sources and incident waves, and they usually exist at some complex frequencies. The real and imaginary parts of the complex frequency $\omega_*$ give the resonant frequency and the decay rate in time, respectively. The $Q$ factor of the resonant mode can be calculated by $0.5|\text{Re}(\omega_*)/\text{Im}(\omega_*)|$. Eigenmodes with the largest $Q$ factors are usually associated with lasing. However, the $Q$-factor theory based on the eigenmodes of the passive microcavity does not take into account how the active media is pumped and gives no value for the gain threshold of lasing. The lasing eigenvalue problem (LEP) formulation [4, 5] is a simple approach to overcome the above limitations. As in earlier works [6], an imaginary
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part $\gamma$ is added to the refractive index (or the dielectric constant) in the active region to model optical gain. The LEP is solved to determine the lasing frequency and the gain threshold for the onset of lasing. More precisely, we determine a real frequency $\omega$ (or wavenumber $k_0$) and a real $\gamma$, such that the homogeneous Maxwell’s equations have a non-zero solution satisfying proper outgoing radiation conditions.

The eigenvalue problem of a passive cavity can be solved by many different numerical methods. Mathematically, these methods can be classified as linear and nonlinear ones. A linear method gives rise to a linear matrix eigenvalue problem ($\omega_\ast$ or $\omega_\ast^2$ is the eigenvalue) through a discretization of the spatial variables or an expansion of the unknown eigenfunction in a series. A nonlinear method produces an equation $F(\omega_\ast)u = 0$, where $F$ is a matrix, $u$ is a vector related to the eigenfunction, and $\omega_\ast$ appears implicitly in $F$. The multipole method [10, 12] and the boundary integral equation (BIE) method [13, 14] are well known nonlinear methods. For the multipole method, the electromagnetic field of the eigenmode is written as a sum of cylindrical or spherical waves which depend on $\omega_\ast$, and $u$ is a vector for the unknown coefficients. For the BIE method, the integral operators are related to the Green’s function which depends on $\omega_\ast$, and $u$ represents some electromagnetic field components on material interfaces or some unknown density functions. To solve the nonlinear eigenvalue problem, we find $\omega_\ast$ from the condition that $F$ is a singular matrix, and determine $u$ as a non-zero solution of the system. The nonlinear methods are useful, since the size of matrix $F$ is often much smaller than the size of the matrices that appear in linear methods.

The LEPs are non-conventional eigenvalue problems, since an “eigenvalue” is not one (in general complex) number, but a pair of real numbers. Although the governing equations are still the linear frequency-domain Maxwell’s equations, an LEP cannot be approximated by a linear matrix eigenvalue problem. However, we can still develop nonlinear methods for LEPs. A nonlinear method for an LEP gives rise to

$$F(k_0, \gamma)u = 0,$$  

where the pair $(k_0, \gamma)$ can be determined such that the matrix $F(k_0, \gamma)$ is singular. Both multipole and BIE methods have been successfully applied to solve LEPs [7, 8]. Notice that $k_0$ and $\gamma$ appear implicitly in the matrix $F$, since the cylindrical or spherical waves and the Green’s function depend on both of them.

LEPs for infinite periodic structures are also of interest, since periodic structures, such as diffraction gratings and photonic crystals (PhCs), have found many applications in light-emitting devices. Byelobrov et al. [9] studied an LEP for an infinite periodic array of circular cylinders.
where the cylinders model quantum wires made of gain materials. They applied the multipole method to the LEP. For periodic structures involving circular cylinders, the multipole method uses cylindrical wave expansions and requires techniques for evaluating some slowly converging lattice sums [10]. While many methods have been developed for evaluating lattice sums [11], it is still desirable to avoid them. In an early work [15], we developed the so-called Dirichlet-to-Neumann (DtN) map method for computing transmission and reflection spectra of infinite periodic arrays of circular cylinders. Like the multipole method, the DtN-map method uses the fast converging cylindrical wave expansion, but it works in one period and does not require lattice sums. The DtN-map method has found many applications for analyzing PhC structures and devices [16–20]. In particular, it has been used to study passive PhC microcavities [21]. In this paper, we apply the DtN-map method to LEPs. Numerical examples indicate that the method is efficient and accurate for LEPs involving infinite periodic arrays of cylinders.

2. Lasing eigenvalue problem

We consider two-dimensional (2D) problems where the structure is described by a z-independent refractive index function \( \eta = \eta(x, y) \), \( \{x, y, z\} \) is a Cartesian coordinate system, the electromagnetic field and the pump are independent of \( z \). To model gain in the active media and the spatial distribution of the pump, we introduce a material gain parameter \( \gamma \), a function \( \Gamma(x, y) \), and add \(-i\gamma\Gamma(x, y)\) to the refractive index. This leads to the modified refractive index \( n(x, y) \) and modified dielectric function \( \varepsilon(x, y) \) satisfying

\[
n(x, y) = \eta(x, y) - i\gamma\Gamma(x, y), \quad \varepsilon(x, y) = n^2(x, y).
\]  

(2)

The function \( \Gamma \) represents where the pump is applied. In the simplest case, we have \( \Gamma = 1 \) in the active region and \( \Gamma = 0 \) otherwise. Alternatively, we may add \(-i\gamma\Gamma(x, y)\) to \( \eta^2 \) (the dielectric function) directly, then the modified dielectric function is

\[
\varepsilon(x, y) = \eta^2(x, y) - i\gamma\Gamma(x, y).
\]  

(3)

Of course, the \( \gamma \) in (2) and the \( \gamma \) in (3) are different, but they can be approximately related to each other when their values are small. For simplicity, we only state the problem and present our method for the first model given in (2).
For the $E$ and $H$ polarizations, the governing equations are

\[
\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + k_0^2 \varepsilon u = 0, \tag{4}
\]

\[
\frac{\partial}{\partial x} \left( \frac{1}{\varepsilon} \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{\varepsilon} \frac{\partial u}{\partial y} \right) + k_0^2 u = 0, \tag{5}
\]

where $k_0$ is the free space wavenumber, $u$ is the $z$ component of the electric or magnetic field. In the above, we have assumed a time dependence $e^{-i\omega t}$, thus absorption or gain are modeled by adding a positive or negative imaginary part to the refractive index, respectively. An LEP for 2D $E$ or $H$ polarization is to find real numbers $k_0$ and $\gamma$, and non-zero solutions $u$ for Eq. (4) or (5) satisfying suitable outgoing radiation conditions. In that case, $\gamma$ represents the gain threshold for the onset of lasing.

If the structure is surrounded by a homogeneous passive medium, i.e., $\eta = n_0$ and $\Gamma = 0$ when $r = \sqrt{x^2 + y^2}$ is sufficiently large, then the standard Sommerfeld radiation condition is applicable, i.e.,

\[
\sqrt{r} \left( \frac{\partial u}{\partial r} - i k_0 n_0 u \right) \to 0, \quad r \to \infty. \tag{6}
\]

We are interested in structures that are periodic in $x$ and bounded by homogeneous passive media in $y$. For a simple example, we show a structure with three infinite periodic arrays of circular cylinders in Fig. 1. For such a periodic LEP, the outgoing radiation conditions are identical to those for diffraction gratings [22]. More precisely, if $\eta(x, y)$, $\Gamma(x, y)$ and the solution $u(x, y)$ are all periodic in $x$ with period $L$, and if the periodic structure is bounded in $y$ as $0 < y < D$ such that $\eta = n_t$ and $\Gamma = 0$ for $y > D$, and $\eta = n_b$ and $\Gamma = 0$ for $y < 0$, where $n_t$ and $n_b$ are
constants, then \( u \) can be expanded as

\[
\begin{align*}
  u(x, y) &= \sum_{m=-\infty}^{+\infty} C_{t,m} e^{i(\alpha_m x + \beta_{t,m} (y-D))}, & y > D, \\
  u(x, y) &= \sum_{m=-\infty}^{+\infty} C_{b,m} e^{i(\alpha_m x - \beta_{b,m} y)}, & y < 0,
\end{align*}
\]

where \( C_{t,m} \) and \( C_{b,m} \) are unknown coefficients, and

\[
\alpha_m = \frac{2\pi m}{L}, \quad \beta_{t,m} = \sqrt{k_0^2 n_t^2 - \alpha_m^2}, \quad \beta_{b,m} = \sqrt{k_0^2 n_b^2 - \alpha_m^2}.
\]

If we define the linear operators \( B_t \) and \( B_b \) satisfying

\[
\begin{align*}
  B_t e^{i\alpha_m x} &= i \beta_{t,m} e^{i\alpha_m x}, \\
  B_b e^{i\alpha_m x} &= -i \beta_{b,m} e^{i\alpha_m x}
\end{align*}
\]

for all integer \( m \), then the outgoing radiation boundary conditions are

\[
\begin{align*}
  \frac{\partial u}{\partial y} &= B_t u, & \text{on } y = D^+, \\
  \frac{\partial u}{\partial y} &= B_b u, & \text{on } y = 0^-.
\end{align*}
\]

In summary, a 2D periodic LEP is to find \( k_0, \gamma \), and a non-zero \( u \) satisfying Eqs. (4) or (5), (12), (13), and the following periodic condition

\[
u(x + L, y) = u(x, y), \quad \text{for all } x, y.
\]

Notice that the problem has been formulated on the rectangle given by \( 0 < x < L \) and \( 0 < y < D \).

3. Dirichlet-to-Neumann map method

To solve the non-conventional eigenvalue problem (4) or (5) and (12-14), we first reformulate the problem as Eq. (1), where \( F \) is an operator and \( u \) is a vector for the eigenfunction \( u \) on a few line segments. When the line segments are discretized, \( u \) becomes a vector and \( F \) is approximated by a square matrix. The eigenvalue problem can be solved iteratively by searching the pair \( (k_0, \gamma) \), such that the matrix \( F(k_0, \gamma) \) is singular, then \( u \) is the eigenvector of \( F(k_0, \gamma) \) corresponding to the zero eigenvalue.

To describe the procedure that gives rise to the reformulation (1) more clearly, we consider
the special case shown in Fig. 1, that is, the structure consists of three infinite periodic cylinder arrays. One period (i.e., \(0 < x < L\)) of the structure is shown in Fig. 2, and it consists of three rectangular cells \(\Omega_1, \Omega_2, \Omega_3\) each containing one circular cylinder. The horizontal line segments bounding or separating the rectangular cells are located at \(0 = y_0 < y_1 < y_2 < y_3 = D\).

Let \(u_j = u(x, y_j)\) for \(0 < x < L\) and \(j = 0, 1, 2, 3\), then \(u\) in Eq. (1) is the column vector for \(u_0, u_1, u_2, u_3\). If each line segment (i.e., \(0 < x < L\) for a fixed \(y_j\)) is discretized by \(N\) points, then \(u\) and \(F(k_0, \gamma)\) are approximated by a column vector of length \(4N\) and a \((4N) \times (4N)\) matrix, respectively.

To obtain the reformulated eigenvalue problem (1), we need the DtN maps of the rectangular cells. Consider the first cell \(\Omega_1\) given by \(0 < x < L\) and \(y_0 < y < y_1\), its DtN map is an operator \(\Lambda^{(1)}\) that maps \(u\) to its normal derivative on the boundary of \(\Omega_1\). More precisely, \(\Lambda^{(1)}\) satisfies

\[
\Lambda^{(1)} \begin{bmatrix} u_0 \\ v_0 \\ u_1 \\ v_1 \end{bmatrix} = \begin{bmatrix} \partial_y u_0 \\ \partial_x v_0 \\ \partial_y u_1 \\ \partial_x v_1 \end{bmatrix},
\]

where \(v_0\) and \(v_1\) denote \(u\) on the two vertical edges of \(\Omega_1\), i.e., \(v_0 = u(0, y)\) and \(v_1 = u(L, y)\) for \(y_0 < y < y_1\). \(\partial_y u_0\) denotes \(\partial_y u\) on the bottom edge of \(\Omega_1\), etc. For a cell containing a circular cylinder, the DtN map can be constructed from cylindrical wave expansions. The details are given in [15]. If we further apply the periodic conditions

\[
v_1 = v_0, \quad \partial_x v_1 = \partial_x v_0,
\]
then \(v_0\) and \(v_1\) can be eliminated. This leads to the reduced DtN map \(M^{(1)}\) satisfying

\[
M^{(1)} \begin{bmatrix} u_0 \\ u_1 \end{bmatrix} = \begin{bmatrix} \partial_y u_0 \\ \partial_y u_1 \end{bmatrix}.
\]

(17)

For the other two cells \(\Omega_2\) and \(\Omega_3\), we can similarly find the reduced DtN maps \(M^{(2)}\) and \(M^{(3)}\). These are \(2 \times 2\) matrix operators. We can write them down in block form as

\[
M^{(j)} = \begin{bmatrix} M_{11}^{(j)} & M_{12}^{(j)} \\ M_{21}^{(j)} & M_{22}^{(j)} \end{bmatrix}
\]

for \(j = 1, 2, 3\). If each horizontal line segment is discretized by \(N\) points, then \(M^{(j)}\) is a \((2N) \times (2N)\) matrix and its blocks are \(N \times N\) matrices.

The final linear system (1) is obtained by matching \(\partial_y u\) on the horizontal line segments. For example, at \(y = y_0\), we can evaluate \(\partial_y u\) from the boundary condition (13) and by the reduced DtN map \(M^{(1)}\), that is

\[
\partial_y u_0 = B_b u_0 = M_{11}^{(1)} u_0 + M_{12}^{(1)} u_1.
\]

At \(y = y_1\), we can evaluate \(\partial_y u\) by \(M^{(1)}\) and \(M^{(2)}\), thus

\[
\partial_y u_1 = M_{21}^{(1)} u_0 + M_{22}^{(1)} u_1 = M_{11}^{(2)} u_1 + M_{12}^{(2)} u_2.
\]

The matrix \(F\) in (1) is obtained by assembling all these equations together. We have

\[
F = \begin{bmatrix}
M_{11}^{(1)} - B_b & M_{12}^{(1)} & 0 & 0 \\
-M_{21}^{(1)} & M_{11}^{(2)} - M_{22}^{(1)} & M_{12}^{(2)} & 0 \\
0 & -M_{21}^{(2)} & M_{11}^{(3)} - M_{22}^{(2)} & M_{12}^{(3)} \\
0 & 0 & -M_{21}^{(3)} & B_t - M_{22}^{(3)}
\end{bmatrix}
\]

(19)

Notice that the operators \(B_t\) and \(B_b\) depend on \(k_0\), and \(M^{(j)}\), \(j = 1, 2, 3\), depend on \(k_0\) and \(\gamma\), therefore \(F\) depend on \(k_0\) and \(\gamma\).

Clearly, if the number of cells in one period is \(J\) (instead of 3), we have \(J + 1\) horizontal edges, then the matrix \(F\) has \((J + 1) \times (J + 1)\) blocks. For large \(J\), the method based on this \(F\) becomes less efficient. Fortunately, there is an alternative formulation where the matrix \(F\) is independent of \(J\).

Using the reduced DtN maps \(M^{(1)}\) and \(M^{(2)}\) for \(\Omega_1\) and \(\Omega_2\), respectively, we can eliminate \(u_1\) to obtain the combined reduced DtN map \(M^{(1,2)}\) for the union of \(\Omega_1\) and \(\Omega_2\). The operator
\( \mathbf{M}^{(1,2)} \) satisfies

\[
\mathbf{M}^{(1,2)} \begin{bmatrix} u_0 \\ u_2 \end{bmatrix} = \begin{bmatrix} \partial_y u_0 \\ \partial_y u_2 \end{bmatrix}.
\] (20)

The elimination procedure is straightforward and it is similar to the one given in [23]. The process can be easily continued. From \( \mathbf{M}^{(1,2)} \) and \( \mathbf{M}^{(3)} \), we can find the reduced DtN map \( \mathbf{M}^{(1,2,3)} \) that links \( u_0 \) and \( u_3 \) with their \( y \) derivatives. In general, if one period has \( J \) cells, we can find the reduced DtN map \( \mathbf{M}^{(1,...,J)} \) satisfying

\[
\mathbf{M}^{(1,...,J)} \begin{bmatrix} u_0 \\ u_J \end{bmatrix} = \begin{bmatrix} \partial_y u_0 \\ \partial_y u_J \end{bmatrix}.
\] (21)

Here, we assume \( y_0 = 0 \) and \( y_J = D \) and denote \( u(x, D) \) by \( u_J \). Matching \( \partial_y u \) at \( y = 0 \) and \( y = D \), we obtain Eq. (1), where \( \mathbf{u} \) is the column vector for \( u_0 \) and \( u_J \), and

\[
\mathbf{F} = \begin{bmatrix} \mathbf{M}_{11}^{(1,...,J)} - \mathbf{B}_b & \mathbf{M}_{12}^{(1,...,J)} \\ -\mathbf{M}_{21}^{(1,...,J)} & \mathbf{B}_s - \mathbf{M}_{22}^{(1,...,J)} \end{bmatrix}.
\] (22)

In the above, \( \mathbf{M}_{jk}^{(1,...,J)} \) \( (1 \leq j,k \leq 2) \) is the \((j,k)\) block of \( \mathbf{M}^{(1,...,J)} \). Notice that if each line segment is discretized by \( N \) points, \( \mathbf{F} \) given in (22) is a \( (2N) \times (2N) \) matrix for any \( J \).

If all rectangular cells are identical, we can use the recursive-doubling procedure [24] to further speed up the process. Namely, we can combine \( \mathbf{M}^{(1)} = \mathbf{M}^{(2)} \) to find \( \mathbf{M}^{(1,2)} \), combine \( \mathbf{M}^{(1,2)} = \mathbf{M}^{(3,4)} \) to find \( \mathbf{M}^{(1,...,4)} \), combine \( \mathbf{M}^{(1,...,4)} = \mathbf{M}^{(5,...,8)} \) to find \( \mathbf{M}^{(1,...,8)} \), etc.

A non-zero solution \( \mathbf{u} \) for Eq. (1) can only exist when the matrix \( \mathbf{F} \) is singular. Thus, we can solve \( k_0 \) and \( \gamma \) from a condition that \( \mathbf{F} \) is singular. Such a condition may be \( \det(\mathbf{F}) = 0 \), but the determinant is not a good measure for the singularity of a matrix. The smallest eigenvalue in magnitude or the smallest singular value are better choices for numerical stability reasons [25]. We choose to use the smallest singular value \( \sigma_1 \), and solve \( k_0 \) and \( \gamma \) from

\[
\sigma_1(\mathbf{F}) = 0.
\] (23)

Although two real parameters \( (k_0 \) and \( \gamma \) are involved, we are mainly interested in those solutions with a small \( \gamma \). Clearly, this is a nonlinear method and an iterative method is needed. To find an initial guess, we first set \( \gamma = 0 \) and find the minimum of \( \sigma_1 \) along the real \( k_0 \) axis. If that minimum is reached at \( k_0^{(0)} \), we then find the minimum of \( \sigma_1 \) on the line of positive \( \gamma \) with fixed \( k_0 = k_0^{(0)} \). If this second minimum is reached at \( \gamma^{(0)} \), then \( (k_0^{(0)}, \gamma^{(0)}) \) is our initial guess for solving \( k_0 \) and \( \gamma \) from Eq. (23).
4. Numerical examples

In this section, we present some numerical examples to validate our method and to illustrate its accuracy and efficiency. The first example is a single array of circular cylinders previously analyzed by Byelobrov et al. [9]. The refractive indices of the cylinders and the surrounding medium (air) are $\eta = 1.4142$ and $\eta = 1$, respectively. The cylinders are made of active material and are uniformly pumped, thus $\Gamma = 1$ in the cylinders and $\Gamma = 0$ otherwise. The period of the array and the radius of the cylinders are $L$ and $R$, respectively. As in [9], we calculate the lasing eigenmodes for $2 < L/R \leq 8$. The eigenpairs $(k_0, \gamma)$ satisfying $k_0 L/(2\pi) \leq 1$ are shown in Figs. 3 and 4 for the $E$ and $H$ polarizations, respectively. For each polarization, we show two eigenmodes of different symmetry. The anti-symmetric mode exists for all values of $L/R$, while the symmetric mode only exists for smaller values of $L/R$. Our results shown in these two figures are obtained using $N = 6$ points on each horizontal edge, and they show good agreement with those presented in [9]. Our method is efficient, since the size of the final matrix $F$ is only $12 \times 12$. 

![Figure 3. Gain threshold $\gamma$ and normalized frequency $k_0 L/(2\pi)$ for different values of $L/R$ and the $E$ polarization.](image)

![Figure 4. Gain threshold $\gamma$ and normalized frequency $k_0 L/(2\pi)$ for different values of $L/R$ and the $H$ polarization.](image)
For this example, we test the convergence of the eigenvalue pair with respect to the number of points $N$ for a fixed relative separation $L/R = 2.1$. A reference solution $k_0L/(2\pi) = 0.80095051$ and $\gamma = 0.003946497$ is first obtained using $N = 29$, and it is nearly identical to the solution obtained with $N = 30$. Using this reference solution, we calculate the relative errors for solutions obtained with smaller values of $N$. The results are plotted in Fig. 5. It is clear that for $N = 6$, the relative errors for $\gamma$ and $k_0$ are less than 0.01 and 0.0005, respectively.

The second example consists of $J = 32$ identical, infinite and periodic arrays of circular cylinders surrounded by air. The radius and refractive index of the cylinders are $R = 0.3L$ and $\eta = \sqrt{2}$, respectively. The LEP for this structure was first studied by Inoue et al. [26]. These authors use the second model given in (3), i.e., a negative imaginary part is added to the dielectric constant (instead of the refractive index) to represent the material gain in the active region. They calculate the transmittance of the structure for a normal incident plane wave for $k_0$ and $\gamma$ in a given region, and identify the eigenvalue pair of a lasing mode as a peak of the transmittance. This approach is not very efficient, since it is necessary to repeat the calculation for numerous points in the $k_0\gamma$ plane. We apply our method to this problem. Since $J$ is not small, we use the alternative formulation where $F$ is given in Eq. (22). Fig. 6 shows how we obtain the initial guesses for solving (23). First, we set $\gamma = 0$ and search the local minima of $\sigma_1(F)$ on the real axis of $k_0$ (or normalized frequency $k_0L/(2\pi)$). We found three local minima as indicated by the small circles A, B and C in the first subplot of Fig. 6. The normalized frequencies for points A, B and C are $k_0L/(2\pi) = 0.39984, 0.40736$ and 0.39200, respectively. Next, we find a minimum of $\sigma_1(F)$ as a function of $\gamma$ for a fixed $k_0$ corresponding to each of the three points A, B and C. The results are indicated by the small squares in the other three subplots of Fig. 6, and their values are $(k_0L/(2\pi), \gamma) = (0.39984, 0.012), (0.40736, 0.004)$ and $(0.39200, 0.023)$, respectively. With these initial guesses, we solve Eq. (23) and find three lasing...
The least singular value \( A \) gives initial guesses for iterations.

The gain parameter, \( \gamma \)

\[
\frac{\omega L}{2\pi c} = 0.39984
\]

\[
\frac{\omega L}{2\pi c} = 0.40736
\]

\[
\frac{\omega L}{2\pi c} = 0.392
\]

Figure 6. Local minimums give initial guesses for iterations.

Eigenmodes with \( (k_0L/(2\pi), \gamma) = (0.40041, 0.01214), (0.40750, 0.00363) \) and \( (0.39065, 0.02209) \).

The mode with the normalized frequency \( k_0L/(2\pi) = 0.40750 \) has the lowest lasing threshold.

These results are obtained with \( N = 10 \). Our method is efficient, since a recursive-doubling procedure is used to find \( M^{(1,...,32)} \), and the matrix \( F \) is only \( 20 \times 20 \).

5. Conclusion

In the previous sections, we presented an efficient method for analyzing LEPs of periodic arrays of cylinders based on the DtN-map formalism. The LEP \([4, 5]\) is an interesting non-conventional eigenvalue problem that allows one to determine the frequency and gain threshold for lasing directly. Since gratings and photonic crystals are widely used in light-emitting devices, LEPs for periodic structures are also interesting \([9, 26]\). Although the governing equations are still linear, a LEP cannot be approximated by a standard linear matrix eigenvalue problem. In our method, the eigenvalues are determined from the condition that the smallest singular value of a matrix \( F \) is zero. The matrix \( F \) is efficiently calculated for periodic structures involving circular cylinders, and the size of \( F \) is small even when the structure contains many arrays. Like the multipole
method [9], we make use of the fast converging cylindrical wave expansions, but our method does not need the tedious evaluation of lattice sums and can easily handle multiple arrays of cylinders.

If the periodic structure contains non-circular cylinders, the DtN-map approach is still applicable. Instead of cylindrical wave expansions, we can use a BIE to find the DtN maps of the cells [16]. Notice that the BIE method has been applied to LEPs involving non-circular cylinders [8], but a direct extension of the standard BIE method to periodic structures is again complicated by lattice sums. This time, the lattice sums appear in the periodic Green’s function required to define the boundary integral operators. On the other hand, the BIE used to calculate the DtN maps [16] involves only the standard Green’s function of the homogeneous Helmholtz equation.
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