Efficient analysis of photonic crystal devices by Dirichlet-to-Neumann maps
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Abstract: An efficient numerical method based on the Dirichlet-to-Neumann (DtN) maps of the unit cells is developed for accurate simulations of two-dimensional photonic crystal (PhC) devices in the frequency domain. The DtN map of a unit cell is an operator that maps the wave field on the boundary of the cell to its normal derivative and it can be approximated by a small matrix. Using theDtN maps of the regular and defect unit cells, we can avoid computations in the interiors of the unit cells and calculate the wave field only on the edges. This gives rise to a significant reduction in the total number of unknowns. Reasonably accurate solutions can be obtained using 10 to 15 unknowns for each unit cell. In contrast, standard finite element, finite difference or plane wave expansion methods may require a few hundreds unknowns for each unit cell at the same level of accuracy. We illustrate our method by a number of examples, including waveguide bends, branches, microcavities coupled with waveguides, waveguides with stubs, etc.
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1. Introduction

In recent years, photonic crystals (PhCs) [1–3] have been extensively studied both theoretically and experimentally, due to their unusual ability to control and manipulate light. Because of the periodicity of the dielectric constant, PhCs exhibit unusual dispersion properties and frequency gaps in which propagating Bloch waves do not exist. These properties have been widely used to design photonic crystal devices, such as waveguide bends [4–6], branches [7], frequency filters [8], waveguide couplers [7], Mach-Zehnder interferometers [9], etc. Numerical methods are essential to analyze basic properties of PhCs and to design and optimize PhC devices. Fundamental problems such as band structures, waveguide and cavity modes lead to eigenvalue problems that can be solved by a variety of different numerical methods [10–24]. PhC devices, such as a PhC waveguide bend, usually give rise to more challenging boundary value problems. While the band structure problem is formulated on a unit cell, a PhC device has to be studied such as a PhC waveguide bend, usually give rise to more challenging boundary value problems.

on a much larger domain with more complicated boundary conditions.

Many PhC devices are simulated in time domain, for example, by the finite difference time domain (FDTD) method. For some problems, such as the propagation of a pulse, the time domain methods are essential. Other problems, such as the transmission and reflection spectra, are more naturally formulated in the frequency domain. However, even for two-dimensional (2D) problems, standard numerical methods for frequency domain formulations, such as the finite element method, often give rise to large linear systems that are complex, non-Hermitian, indefinite but sparse. These systems are expensive to solve by direct methods. Iterative methods often have a very slow convergence and even fail to converge, since existing preconditioning techniques for indefinite systems are not very effective. However, frequency domain formulations have one important advantage: they allow us to take advantage of the geometric features of the structure.

Consider a 2D PhC composed of a lattice of infinitely long and parallel cylinders in a homogeneous background, such as air-holes in a dielectric medium or dielectric rods in air. When cavities and waveguides are introduced as point and line defects, the structure loses its periodicity, but it still has many identical unit cells. Very often, there are only two different types of unit cells: the regular unit cell and the defect unit cell. Of course, the wave fields are different on different cells, but it is possible to take advantage of the many identical cells by using their Dirichlet-to-Neumann (DtN) maps.

For a given domain \( \Omega \) and a linear homogeneous differential equation for some function \( u \), the DtN map \( \Lambda \) is an operator that maps \( u \) on the boundary of \( \Omega \) to the normal derivative of \( u \) on the same boundary. For PhCs, the domain \( \Omega \) is chosen as a unit cell. With the DtN maps of the unit cells, we can write down equations for the wave field on the edges of the unit cells only. Therefore, the DtN maps allow us to avoid solving the wave field in the interiors of the unit cells completely. In previous works, the DtN maps of the unit cells have been used to develop efficient methods for computing band structures [21,22], waveguide modes [23], cavity modes [24] and transmission/reflection spectra [25–27] of finite PhCs. In this paper, the DtN-map method is extended to general boundary value problems for arbitrary 2D PhC devices in an infinite background PhC. The device is allowed to have a finite number of PhC waveguides that extend to infinity. Interfaces between PhC and non-PhC structures are not considered in this paper. We restrict our attention to pure 2D structures that are invariant in the third direction and assume that the waves are propagating in a 2D plane. The problems associated with PhC slabs are certainly very important, but they are not studied here.

2. Equations on cell edges

For pure 2D structures which are invariant in the \( z \) direction and for waves propagating in the \( xy \) plane, the governing equation is the Helmholtz equation

\[
\rho \frac{\partial}{\partial x} \left( \frac{1}{\rho} \frac{\partial u}{\partial x} \right) + \rho \frac{\partial}{\partial y} \left( \frac{1}{\rho} \frac{\partial u}{\partial y} \right) + k_0^2 n^2 u = 0,
\]

where \( k_0 \) is the free space wavenumber, \( n = n(x) \) is the refractive index function and \( x = (x,y) \). For the \( E \)-polarization, \( u \) is the \( z \)-component of the electric field and \( \rho = 1 \). For the \( H \)-polarization, \( u \) is the \( z \)-component of the magnetic field and \( \rho = n^2 \). We consider 2D PhC structures that can be divided into many unit cells. Usually, there are only a small number of distinct unit cells corresponding to the original bulk PhC and defects. Let \( \Omega \) be a unit cell and \( \Gamma \) be its boundary, we first find the Dirichlet-to-Neumann (DtN) map \( \Lambda \) so that

\[
\Lambda u|_\Gamma = \frac{\partial u}{\partial \nu}|_\Gamma ,
\]
where $u$ satisfies the Helmholtz Eq. (1) in $\Omega$ and $v$ is a unit normal vector of $\Gamma$. The operator $\Lambda$ can be approximated by a $K \times K$ matrix, if we choose $K$ sampling points on $\Gamma$. As described in [25] and [21], we can find the matrix approximation of $\Lambda$ by assuming that the general solution of Eq. (1) in $\Omega$ can be approximated by a sum of $K$ special solutions. That is

$$u(x) \approx \sum_{j=1}^{K} c_j \phi_j(x),$$

where $\phi_j$ satisfies Eq. (1) in $\Omega$. If we evaluate $\phi_j$ and the normal derivative of $\phi_j$ at the $K$ points on $\Gamma$, we can eliminate the unknown coefficients $\{c_j\}$ and find the matrix approximation of $\Lambda$. For unit cells containing circular cylinders, we choose $\phi_j$ as a cylindrical wave which can be written down analytically. For more complicated unit cells, the DtN map can be approximated by the methods developed in [28, 29].

With the DtN map $\Lambda$, we can write down an equation for each edge of the unit cells. To do this, we need to be more specific in choosing the points and the unit normal vector on $\Gamma$. For a square unit cell $\Omega_1$ given by $0 < x, y < a$, if we choose $N$ points on each edge, we can order $u$ at the $4N$ points on $\Gamma$ as a column vector. In MATLAB notation, we have

$$u = [u_{01}; v_{01}; u_{11}; v_{11}],$$

where $u_{01}, u_{11}, v_{01}$ and $v_{11}$ are column vectors of length $N$ representing $u$ evaluated on the four edges. More specifically, we have

$$u_{01} = \begin{bmatrix} u(\tau_1, 0) \\ u(\tau_2, 0) \\ \vdots \\ u(\tau_N, 0) \end{bmatrix}, \\ u_{11} = \begin{bmatrix} u(\tau_1, a) \\ u(\tau_2, a) \\ \vdots \\ u(\tau_N, a) \end{bmatrix}, \\ v_{01} = \begin{bmatrix} u(0, \tau_1) \\ u(0, \tau_2) \\ \vdots \\ u(0, \tau_N) \end{bmatrix}, \\ v_{11} = \begin{bmatrix} u(a, \tau_1) \\ u(a, \tau_2) \\ \vdots \\ u(a, \tau_N) \end{bmatrix},$$

where $\tau_j = (j - 0.5)a/N$ for $1 \leq j \leq N$. For square unit cells, we also choose the unit normal vector such that $\partial_x u$ becomes $\partial_x u$ and $\partial_y u$ on the vertical and horizontal edges, respectively. Therefore, the DtN map $\Lambda^{(1)}$ gives

$$\Lambda^{(1)} u = \begin{bmatrix} \Lambda_{11}^{(1)} & \Lambda_{12}^{(1)} & \Lambda_{13}^{(1)} & \Lambda_{14}^{(1)} \\ \Lambda_{21}^{(1)} & \Lambda_{22}^{(1)} & \Lambda_{23}^{(1)} & \Lambda_{24}^{(1)} \\ \Lambda_{31}^{(1)} & \Lambda_{32}^{(1)} & \Lambda_{33}^{(1)} & \Lambda_{34}^{(1)} \\ \Lambda_{41}^{(1)} & \Lambda_{42}^{(1)} & \Lambda_{43}^{(1)} & \Lambda_{44}^{(1)} \end{bmatrix} \begin{bmatrix} u_{01} \\ v_{01} \\ u_{11} \\ v_{11} \end{bmatrix} = \begin{bmatrix} \partial_x u_{01} \\ \partial_x v_{01} \\ \partial_y u_{11} \\ \partial_y v_{11} \end{bmatrix}.$$

![Fig. 1. Two neighboring square unit cells.](image-url)
In the above, we have partitioned \( \Lambda^{(1)} \) as \( 4 \times 4 \) blocks where each block is an \( N \times N \) matrix. Similarly, for the unit cell \( \Omega_2 \) given by \( a < x < 2a \) and \( 0 < y < a \), we have a DtN map \( \Lambda^{(2)} \) satisfying

\[
\Lambda^{(2)} \begin{bmatrix}
u_{02} \\ \nu_{11} \\ u_{12} \\ v_{21}
\end{bmatrix} = \begin{bmatrix}
\partial_x u_{02} \\ \partial_x v_{11} \\ \partial_y u_{12} \\ \partial_y v_{21}
\end{bmatrix},
\]

where \( u_{02}, u_{12} \) and \( v_{21} \) are column vectors of length \( N \) for \( u \) evaluated on the edges of \( \Omega_2 \). On the common edge of \( \Omega_1 \) and \( \Omega_2 \) at \( x = a \), we can evaluate \( \partial_x u \), denoted by \( \partial_x v_{11} \) in the discrete form, by \( \Lambda^{(1)} \) and \( \Lambda^{(2)} \) in \( \Omega_1 \) and \( \Omega_2 \), respectively. The continuity of \( \rho^{-1} \partial_x u \) gives rise to

\[
\frac{1}{\rho_1} \left( \Lambda_{41}^{(1)} u_{01} + \Lambda_{42}^{(1)} v_{01} + \Lambda_{43}^{(1)} u_{11} + \Lambda_{44}^{(1)} v_{11} \right) = \frac{1}{\rho_2} \left( \Lambda_{21}^{(2)} u_{02} + \Lambda_{22}^{(2)} v_{11} + \Lambda_{23}^{(2)} u_{12} + \Lambda_{24}^{(2)} v_{21} \right),
\]

where \( \rho \) is defined in connection with Eq. (1), \( \rho_1 \) and \( \rho_2 \) are \( \rho \) evaluated at the left and right sides of the common edge at \( x = a \) and \( \Lambda_{jk}^{(2)} \) are the blocks of \( \Lambda^{(2)} \). For the \( E \) polarization, we have \( \rho_1 = \rho_2 = 1 \). For the \( H \) polarization, if the background media in the two unit cells are identical, we still have \( \rho_1 = \rho_2 \). Eq. (5), actually a system of \( N \) equations, is identified as the equation for the edge associated with \( v_{11} \) and it links the seven edges of the two neighboring unit cells. Clearly, for any interior edge, which is a common edge of two neighboring unit cells in the computation domain, we can establish a similar equation using the DtN maps of the unit cells.

3. Boundary conditions

We consider PhC devices developed in an infinite 2D bulk PhC. Away from a finite domain, we have a few PhC waveguides that extend to infinity. These waveguides serve as the ports where light can propagate to or away from the device. For practical numerical simulations, we have to truncate the domain and use appropriate boundary conditions. We consider boundary value problems at a given frequency which is inside a band gap of the background PhC.

If the bulk PhC is composed of a square lattice of cylinders (dielectric rods or air-holes) in a homogeneous background medium, we truncate the domain to a rectangle or a union of a few rectangles, following the edges of unit cells (both regular and defect unit cells). The boundary of the computation domain is thus composed of segments of straight lines. If such a line segment does not cut through a waveguide and it is sufficiently far away from other defect structures of the device, we can simply use a zero Dirichlet boundary condition, since we assumed that the frequency is within a band gap of the PhC. In the following, we describe boundary conditions on a line segment that cuts though one or more PhC waveguides. To simplify the presentation, let us shift the \( x \) axis so that the half plane \( y > 0 \) represents a PhC waveguide whose axis is parallel to the \( y \) axis. It is possible that the waveguide is in fact a super-waveguide composed of a few line defects parallel to the \( y \) axis. The non-trivial part of the PhC device is in the lower half plane given by \( y < 0 \). A segment of the \( x \)-axis is on the boundary of the computation domain. Let us also shift the \( y \) axis, so that the segment is given by \( 0 < x < ma \), where \( a \) is the lattice constant of the bulk PhC and \( m \) is an integer. The waveguide in the upper half plane is periodic in the \( y \) direction. For a line defect, the period is the lattice constant \( a \). In Fig. 2, we show one period (in the \( y \) direction) of a simple line defect waveguide where the \( x \) variable is truncated to cover \( m = 7 \) lattice constants. In the following, we establish a boundary condition at \( y = 0 \) for \( 0 < x < ma \) based on the Bloch modes of the waveguide in the upper half plane.
As in [23], we calculate the Bloch modes using the DtN map of the supercell which covers one period of the waveguide, i.e., $0 < y < a$. The DtN map $M$ of the supercell satisfies

$$M \begin{bmatrix} u_0 \\ u_1 \end{bmatrix} = \frac{\partial}{\partial y} \begin{bmatrix} u_0 \\ u_1 \end{bmatrix},$$

where $u_0$ and $u_1$ represent $u$ evaluated at $y = 0$ and $y = a$, respectively. Consistent with the domain truncation, the PhC waveguide in the upper half plane is truncated to $0 < x < ma$, assuming that the field is zero at $x = 0$ and $x = ma$. Therefore, the supercell is composed of $m$ unit cells given by

$$\Omega_j = \{ (x, y) \mid (j - 1)a < x < ja, \ 0 < y < a \}$$

for $1 \leq j \leq m$. In the discrete case, with $N$ points on each edge of the unit cells, $u_0$ and $u_1$ are column vectors of length $mN$ corresponding to $x_k = (j - 0.5)a/N$ for $1 \leq k \leq mN$, and $M$ is a $(2mN) \times (2mN)$ matrix. Using the DtN map $\Lambda(i)$ of the unit cell $\Omega_j$ for $1 \leq j \leq m$, we can calculate the matrix $M$ by eliminating the field on the vertical edges, i.e., $v_{j1}$ for $1 \leq j \leq m$. Since we assume that the field is zero at $x = 0$ and $x = ma$, we have $v_{01} = v_{m1} = 0$. If we write down the equations for $m - 1$ interior vertical edges, such as Eq. (5) for $v_{11}$, we obtain the system

$$A_1 v_1 = A_2 \begin{bmatrix} u_0 \\ u_1 \end{bmatrix},$$

where $A_1$ is an $(m - 1)N \times (m - 1)N$ block tridiagonal matrix, $A_2$ is an $(m - 1)N \times (2mN)$ matrix and

$$v_1 = \begin{bmatrix} v_{11} \\ v_{21} \\ \vdots \\ v_{m-1,1} \end{bmatrix}, \quad u_0 = \begin{bmatrix} u_{01} \\ u_{02} \\ \vdots \\ u_{0m} \end{bmatrix}, \quad u_1 = \begin{bmatrix} u_{11} \\ u_{12} \\ \vdots \\ u_{1m} \end{bmatrix}.$$

On the other hand, for each unit cell, as it is clear from Eq. (4) for $\Omega_1$, we can evaluate $\partial_y u$ on the horizontal edges using the 1st and 3rd block rows of its DtN map. This leads to

$$\frac{\partial}{\partial y} \begin{bmatrix} u_0 \\ u_1 \end{bmatrix} = B_1 \begin{bmatrix} u_0 \\ u_1 \end{bmatrix} + B_2 v_1,$$

where $B_1$ is a $(2mN) \times (2mN)$ square matrix and $B_2$ is a $(2mN) \times (m - 1)N$ matrix. If we solve $v_1$ from (7) and insert it into (8), we obtain Eq. (6) and the DtN map of the supercell:

$$M = B_1 + B_2 A_1^{-1} A_2.$$

---

**Fig. 2.** One period of a line defect waveguide in a bulk photonic crystal composed of cylinders in a square lattice.
The PhC waveguide in the upper half plane is periodic in $y$ with period $a$. The wave field in the waveguide is a superposition of Bloch modes. A Bloch mode is a special solution of the Helmholtz equation given by
\[ w(x,y) = \Phi(x,y)e^{\beta y}, \tag{10} \]
where $\Phi$ is periodic in $y$ with period $a$. It is known that the Bloch modes appear in pairs. Corresponding to the Bloch mode above with the propagation constant $\beta$ (which may be complex), there is another Bloch mode with the propagation constant $-\beta$, namely, $\tilde{w}(x,y) = \Phi(x,y)e^{-\beta y}$, where $\Phi$ is periodic in $y$ with period $a$. This is true without any symmetry assumptions on the waveguide and it is valid for lossy media where the refractive index may be complex. If the waveguide (periodically extended to $-\infty < y < \infty$) has a reflection symmetry in $y$, i.e., $n(x,-y) = n(x,y)$, then we have $\Phi(x,y) = \Phi(x,-y)$. For lossless media, the complex conjugates of $w$ and $\tilde{w}$ are also solutions of Eq. (1), therefore, $\pm \beta$ are also propagation constants of Bloch modes. Notice that for $\mu = e^{i\beta a}$, we have
\[ w_1 = \mu w_0, \quad \partial_y w_1 = \mu \partial_y w_0, \]
where $w_0 = w(x,0)$, $\partial_y w_0 = \partial_y w(x,0)$, etc. Since Eq. (6) is valid for any solution of the Helmholtz equation, if we write $M$ in a $2 \times 2$ block form, we can re-write Eq. (6) for the Bloch mode solution $w$ as the following eigenvalue problem:
\[ \begin{bmatrix} M_{11} & -I \\ M_{21} & 0 \end{bmatrix} \begin{bmatrix} w_0 \\ \partial_y w_0 \end{bmatrix} = \mu \begin{bmatrix} -M_{12} & 0 \\ -M_{22} & I \end{bmatrix} \begin{bmatrix} w_0 \\ \partial_y w_0 \end{bmatrix}, \tag{11} \]
where $I$ is the identity operator, $M_{jk}$ (for $j,k = 1,2$) are the blocks of $M$ and $\mu$ is the eigenvalue. In the discrete case, $w_0$ and $\partial_y w_0$ are column vectors of length $mN$, $M_{jk}$ and $I$ are $(mN) \times (mN)$ matrices.

Since the Bloch modes appear in pairs, we can choose $\beta_j$ such that its imaginary part is positive if it is complex, and its average power flux on the $x$ axis is positive (towards $y = +\infty$) if $\beta_j$ is real. Therefore, the wave field in the waveguide can be decomposed as $u = u^+ + u^-$, where
\[ u^+(x,y) = \sum_{j=1}^{\infty} c_j \Phi_j(x,y)e^{i\beta_j y}, \quad u^-(x,y) = \sum_{j=1}^{\infty} d_j \Phi_j(x,y)e^{-i\beta_j y}. \tag{12} \]

In the above, $u^+$ is the outgoing (towards $y = +\infty$) wave field component including propagating Bloch modes (real $\beta_j$) having a positive net power flux and evanescent Bloch modes (complex $\beta_j$) that decay exponentially as $y$ is increased, $u^-$ is the opposite incoming wave field component. Usually, $u^-$ is assumed to be given and it may contain a single propagating Bloch mode, and $u^+$ is the unknown outgoing wave field. If we evaluate $u^+$ at $y = 0$ and $y = a$, we have
\[ u_0^+ = \sum_{j=1}^{\infty} c_j \phi_j, \quad u_1^+ = \sum_{j=1}^{\infty} c_j \mu_j \phi_j, \]
where $\phi_j = \Phi_j(x,0)$ and $\mu_j = e^{i\beta_j a}$. Let us define a linear operator $T$ satisfying
\[ T \phi_j = \mu_j \phi_j, \quad j = 1,2,\ldots \]
then $u_0^+ = Tu_0^+$ from the linearity of $T$. From the DtN map $M$ of the supercell given in Eq. (6), we have $\partial_y u_0^+ = M_{11} u_0^+ + M_{12} u_1^+$. This gives rise to a boundary condition for $u^+$. That is
\[ \partial_y u_0^+ = \mathcal{L}^+ u_0^+, \quad \text{for} \quad \mathcal{L}^+ = M_{11} + M_{12} T. \tag{13} \]
Similarly, we can derive a boundary condition for $u^-$ at $y = 0$. For that purpose, we assume that the waveguide in the upper half plane is periodically extended to the lower half plane, and
apply the DtN map \( M \) to \( u^- \) on the supercell given by \(-a < y < 0\). With a linear operator \( \hat{T} \) defined by

\[ \hat{T} \tilde{\phi}_j = \mu_j \tilde{\phi}_j, \quad j = 1, 2, \ldots \]

where \( \tilde{\phi}_j = \tilde{\Phi}_j(x, 0) \), we obtain

\[ \partial_y u_0 = \mathcal{L}^- u_0, \quad \text{for} \quad \mathcal{L}^- = M_{21} \hat{T} + M_{22}. \quad (14) \]

If the waveguide has the reflection symmetry in \( y \), then \( \tilde{\phi}_j = \phi_j \), thus \( \hat{T} = T \). From the decomposition \( u = u^+ + u^- \) and the conditions (13) and (14), we can eliminate \( u^+ \) and obtain the following boundary condition for the total field:

\[ \partial_y u = \mathcal{L}^+ u + (\mathcal{L}^- - \mathcal{L}^+) u^-, \quad y = 0^+. \quad (15) \]

The boundary condition is given at \( y = 0^+ \) to allow possible material discontinuities at \( y = 0 \). Material interfaces could exist between the periodic waveguide in the upper half plane and the structure in the lower half plane.

In the discrete case, the eigenvalue problem (11) has \( 2mN \) eigenvalues \( \mu_j \) and \( 1/\mu_j \) for \( j = 1, 2, \ldots, mN \). The first half of the eigenvector, i.e., \( w_0 \) in (11), corresponds to \( \phi_j(x) \) and \( \tilde{\phi}_j(x) \) for \( x \) evaluated at \( x_k \) for \( 1 \leq k \leq mN \). Under the assumption that these vectors are linearly independent, we have the following explicit formula for the matrix \( T \),

\[ T = [\phi_1 \phi_2 \cdots] \left[ \begin{array}{ccc} \mu_1 & & \\ & \mu_2 & \\ & & \ddots \end{array} \right] [\phi_1 \phi_2 \cdots]^{-1}, \]

where \( \phi_j \) denotes the column vector for \( \phi_j(x) \) at the discrete points. The case for \( \hat{T} \) is similar.

Finally, \( \mathcal{L}^+ \) and \( \mathcal{L}^- \) are \((mN) \times (mN)\) matrices given as in (13) and (14).

Similarly, if the PhC waveguide is given in the lower half plane \( (y < 0) \), the boundary condition is

\[ \partial_y u = \mathcal{L}^- u + (\mathcal{L}^+ - \mathcal{L}^-) u^+, \quad y = 0^-, \quad (16) \]

where \( u^+ \) is the given incident wave in the waveguide. The boundary conditions (15) and (16) allow us to set up equations for edges on those boundary segments that terminate semi-infinite PhC waveguides. On such an edge, we can evaluate the normal derivative of the field from the interior and exterior of the computation domain separately. Within the computation domain, the edge belongs to a unit cell and the normal derivative can be evaluated using the DtN map of that unit cell. Outside the computation domain, the normal derivative is evaluated by a boundary condition such as (15) or (16), or similar ones in the \( x \) direction. An equation for this edge is then established by the continuity of \( \rho^{-1} \partial_y u \). If the edge belongs to a boundary segment of length \( ma \), where \( a \) is the lattice constant of the background PhC, then this equation establishes a link between the total of \( m + 3 \) edges on the boundary segment and the unit cell. Overall, we can establish and solve a linear system for the wave field on all interior edges of the computation domain and on all boundary segments that terminate semi-infinite waveguides. The coefficient matrix is somewhat sparse, since the equation for an interior edge involves only seven edges of two neighboring unit cells.

4. Triangular lattice

In this section, we consider structures on 2D PhCs composed of circular cylinders in a triangular lattice. For greater symmetry, we use hexagon unit cells. The DtN map of such a cell can be constructed based on the same approximation (3) with \( K = 6N \), where \( K \) is the number of
special solutions and \( N \) is the number of sampling points on each edge. To actually write down a matrix approximation for the DtN map \( \Lambda \), we need to order the six edges, order the sampling points on each edge and choose a unit normal vector \( \nu \) for each edge. For example, we can order the edges in the clockwise direction and order the points on each edge so that their x-coordinates are always increasing (and their y-coordinates are increasing if their x-coordinates are constant). Notice that the sampling points on opposite edges are ordered in the same direction. This allows us to avoid vector reversing when we set up equations on the edges. Finally, we also choose the same unit vector for opposite edges of the hexagon. In fact, we choose the unit normal vector as an upward vector with a positive y component (or as the unit vector in the positive x direction on a vertical edge). The DtN map of the unit cell is then written in \( 6 \times 6 \) blocks, where each block is an \( N \times N \) matrix.

Similar to the case for square lattice PhC devices, we consider only ideal structures designed on an infinite background PhC. Away from a finite domain, we have a few PhC waveguides that extend to infinity. A finite computation domain is obtained by truncating the original unbounded domain following the edges of certain hexagon unit cells. On each edge in the interior of the computation domain, we can evaluate the normal derivative of the wave field based on the DtN maps of its two neighboring unit cells. An equation for this edge is then established from the continuity of \( \rho^{-1} \partial_\nu u \) as in section 3. This equations connects the 11 edges of two neighboring unit cells.

The boundary of the computation domain can be divided into a few curves. Some of these curves are sufficiently far away from the defect structures, so that a zero Dirichlet boundary condition can be used there. Other curves are used to terminate semi-infinite PhC waveguides that extend to infinity. A boundary condition is then needed on such a curve. Consider a semi-infinite PhC waveguide along the positive \( y \) direction. One period (in the \( y \) direction) of a single line defect waveguide is shown in Fig. 3. The transverse direction of the waveguide is also truncated. In Fig. 3, five layers of cylinders are retained on each side of the line defect. The supercell of the truncated PhC is bounded by the curves \( \Gamma_0 \) (lower red curve), \( \Gamma_1 \) (upper red curve), two lateral edges in the left and two lateral edges in the right. Notice that \( \Gamma_1 \) is a vertical translation of \( \Gamma_0 \) by the period of the waveguide \( a \) (also the lattice constant of the background PhC).

We can derive a boundary condition on \( \Gamma_0 \) following the same steps as in section 3. First, we calculate the DtN map \( M \) of the supercell. If we let \( u_0 = u|_{\Gamma_0} \), \( u_1 = u|_{\Gamma_1} \), \( \partial_\nu u_0 = \partial_\nu u|_{\Gamma_0} \) and \( \partial_\nu u_1 = \partial_\nu u|_{\Gamma_1} \), then Eq. (6) for \( M \) is still valid if we replace the y derivative by the normal derivative. As before, \( M \) is obtained from the DtN maps of the unit cells by eliminating the interior edges inside the supercell and imposing the zero boundary condition on the four lateral edges. Next, we calculate the Bloch modes of the waveguide. The eigenvalue problem is given as (11) for \( w_0 = w|_{\Gamma_0} \), but \( \partial_\nu w_0 \) should be replaced by \( \partial_\nu w|_{\Gamma_0} \). As before, the eigenvalues appear in pairs: \( \mu_j \) and \( 1/\mu_j \) for \( j = 1, 2, 3, ..., \) and the first half of the corresponding eigenvectors are \( \phi_j \) and \( \tilde{\phi}_j \), respectively. Finally, we define the operators \( T, \tilde{T}, \mathcal{Z}^+ \) and \( \mathcal{Z}^- \) as before, then the
boundary condition for terminating the semi-infinite PhC waveguide in the positive $y$ direction is

$$\partial_{\nu} u = \mathcal{L}^{+} u + (\mathcal{L}^{-} - \mathcal{L}^{+}) u^{-} \quad \text{on} \quad \Gamma_{0}^{+},$$

(17)

where $u^{-}$ is the given incident field in the waveguide (coming down from $y = +\infty$). Similarly, the boundary condition for terminating a PhC waveguide in the negative $y$ direction is

$$\partial_{\nu} u = \mathcal{L}^{-} u + (\mathcal{L}^{+} - \mathcal{L}^{-}) u^{+} \quad \text{on} \quad \Gamma_{0}^{-},$$

(18)

where $u^{+}$ is the given incident field coming from $y = -\infty$.

As in section 3, for each edge on a boundary curve that terminates a semi-infinite waveguide, we can establish an equation using one of the boundary conditions above and the DtN map of a related unit cell in the computation domain. Together with the equations for interior edges, we have a complete linear system for the wave field on edges of the unit cells in the computation domain.

5. Numerical examples

In this section, we illustrate our method by some numerical examples. We start with the waveguide bend proposed by Mekis et al [4]. The background PhC is a square lattice of dielectric rods in air. The refractive index and the radius of the rods are 3.4 and 0.18$a$, respectively, where $a$ is the lattice constant. For the $E$ polarization, the bulk PhC has a band gap given by $0.302 < \omega a/(2\pi c) < 0.443$. A straight PhC waveguide is formed by removing one row of rods. The waveguide supports one propagating mode for $0.312 < \omega a/(2\pi c) < 0.443$. The bend proposed in [4] is shown in Fig. 4 (left panel). The objective is to calculate the transmission and reflection properties of the bend for an incoming propagating mode in the horizontal waveguide. Both the waveguides and the bulk PhC are assumed to extend to infinity. In the FDTD simulations of Mekis et al [4], a large computation domain covering $100 \times 120 = 12000$ unit cells was used. In our calculations, it is only necessary to use $11 \times 11 = 121$ unit cells (precisely as shown in Fig. 4), since the boundary conditions at the left and top edges accurately simulate the PhC waveguides that extend to infinity. On the bottom and right edges, we use a zero Dirichlet boundary condition, since the wave field decays exponentially away from the defects if the frequency is in the band gap. For this structure, there are only two distinct unit cells: the regular cell with a rod inside and the empty defect cell. The DtN maps of these two unit cells are approximated by $(4N) \times (4N)$ matrices, where $N$ is the number of sampling points on each edge. This is based on approximating the general solution inside each unit cell as a sum.

Fig. 4. Left: computation domain for a 90° photonic crystal waveguide bend. Right: transmission and reflection spectra of the 90° waveguide bend.
of 4N cylindrical waves. Using these two DtN maps, we can construct the boundary conditions at the left and top boundaries. The condition at the left boundary is like (16), where y should be replaced by x and $u^+$ represents the given incoming propagating mode in the waveguide. The condition at the top boundary is like (15) with $u^- = 0$, since there are only outgoing waves in the vertical waveguide. In these boundary conditions, the operators $L^\pm$ are approximated by $(11N) \times (11N)$ matrices. With the DtN maps of the unit cells and the boundary conditions, we can then set up a linear system of equations for the wave field on all edges of the unit cells. Since N points are used on each edge, the total number of unknowns is 242N. This corresponds to 2N unknowns for each unit cell. Although a square unit cell has four edges, each interior edge is shared by two unit cells. In our calculations, accurate results are obtained with $N = 5$. This implies that the wave field in each unit cell is represented by 4N = 20 cylindrical waves. The results are satisfactory, since the size of the unit cell is less than one half of the free space wavelength. Furthermore, the linear system of 1210 unknowns has a sparse coefficient matrix, since the equation for each edge involves only 6 additional edges of the two neighboring unit cells. In Fig. 4 (right panel), we show the transmission and reflection spectra for the frequency range $0.32 \leq \omega a/(2\pi c) \leq 0.44$. The solid lines and the small circles in Fig. 4 are solutions obtained with $N = 5$ and $N = 7$, respectively, and they are indistinguishable from each other. In fact, our numerical results indicate an exponential convergence as $N$ is increased. The original FDTD results in [4] have some ripples in the low frequency region. More accurate solutions were obtained by Koshiba et al [7] using a finite element time domain method and by Smajic et al [5] using a multiple multipole method. Our results are in excellent agreement with those reported in [7] and [5]. When the wave field on the boundary of a unit cell is known, we can easily calculate the field everywhere in the cell by its cylindrical wave expansion (of 4N terms).

![Electric field patterns](image)

**Fig. 5.** Electric field patterns of a 90° waveguide bend at $\omega a/(2\pi c) = 0.353$ (left) and $\omega a/(2\pi c) = 0.42$ (right).

Transmission is observed, and for $\omega a/(2\pi c) = 0.42$ where the transmission is relatively low. Overall, our method is very efficient, since the number of unknowns is quite small. For comparison, the finite element time domain method in [7] employs 158607 node points.

Next, we consider some PhC devices proposed in [7]. For the square lattice of dielectric rods used above, a microcavity can be formed by removing one single rod. In Fig. 6 (left panel), we show a microcavity coupled to two semi-infinite PhC waveguides. For a given incoming propagating mode in the left waveguide, we calculate the reflected and transmitted waves in the left and right waveguides, respectively. For this problem, we use a computation domain of $5 \times 11$ unit cells. In the vertical direction, we truncate the bulk PhC by retaining five rows of cylinders in each side of the defects, and use simple zero boundary conditions at the top and the...
Fig. 6. Left: A microcavity coupled to waveguides. Right: Transmission spectrum of the microcavity coupled to waveguides.

Bottom of the truncated domain. In the horizontal direction, the computation domain is bounded by the two dashed lines shown in Fig. 6. The boundary conditions on these two dashed lines are similar to (16) and (15), where $y$ is now replaced by $x$. The computation domain involves 106 edges on which the field is to be determined. Therefore, the total number of unknowns is $106N$, where $N$ is the number of points on each edge of the unit cells. For $N = 5$, we obtain the transmission spectrum of this structure as shown in Fig. 6 (right panel). We also consider a double microcavity coupled with waveguides, as shown in Fig. 7 (left panel). For this structure,

![Graph](image)

Fig. 7. Left: A double microcavity coupled to waveguides. Right: Transmission spectrum of the double microcavity coupled to waveguides.

our computation domain covers $8 \times 11$ unit cells and involves 179 edges. In Fig. 7 (right panel), we show the transmission spectrum obtained with $N = 5$. For both single and double microcavities, our results agree fairly well with those reported in [7], except that the transmission spectra in [7] exhibit some oscillations. Resonant transmissions are observed at $\omega a/(2\pi c) = 0.38672$ for the single microcavity, and at $\omega a/(2\pi c) = 0.38415$ and 0.38945 for the double microcavity. Koshiba et al proposed some simple PhC waveguide branches in [7]. For the Y-branch shown in Fig. 8 (left panel), our computation domain contains $3 \times 17$ unit cells and 116 edges. Similar to the cases of microcavities coupled with waveguides, we use simple zero conditions at the top and bottom boundaries and rigorous boundary conditions, similar to (16) and (15), on the two vertical dashed lines. Using $N = 5$ points on each edge of the unit cells, we obtain the transmission and reflection spectra shown in Fig. 8 (right panel), where the incoming wave is a propagating mode in the left waveguide (port 1). The T-branch shown in Fig. 9 is especially...
easy to analyze. Our computation domain involves only 17 unit cells and 50 edges. For \( N = 5 \), we only have to solve a linear system for 250 unknowns and the results are shown in Fig. 9 (right panel). For both \( Y \)- and \( T \)-branches, our results and those reported in [7] are indistinguishable. Notice that the \( T \)-branch has a high transmission at frequencies satisfying \( 0.386 \leq \omega a/(2\pi c) \leq 0.403 \).

In a recent paper [8], Ogusu and Takayama proposed PhC waveguides with stubs for possible applications as optical filters. In Fig. 10, we show the PhC waveguides with one or two stubs. The bulk PhC in Fig. 10 is a square lattice of dielectric rods in the air, where the refractive index and the radius of the rods are \( \sqrt{11.9} \) and \( r = 0.2a \), respectively. The main waveguide is created by removing a row of rods. Each stub consists of two dielectric rods with a radius \( r_e \). For the waveguide with two stubs, the three rods between the stubs and closest to the waveguide core are also modified to have a radius \( r_e \). These structures were analyzed by the FDTD method in [8] using a computation domain of \( 11 \times 17 = 187 \) unit cells surrounded by perfectly matched layers. In our calculations, the computation domains cover 11 and 55 unit cells for the cases with
one and two stubs, respectively. The corresponding number of edges is 32 and 116. In Fig. 11, we show the transmission spectra of the waveguide with one stub for a few different values of $r_s$. For the waveguide with two stubs, we choose $r_s = 0.45r$ and consider a few different values of $r_e$. The results are shown in Fig. 12. For both cases, our results and those reported in [8] agree in the main features, but differ in many details. It is likely that the computation domain used in their FDTD calculations is much too small. This is reflected in their transmission curve for single stub with $r_s = r$, as it deviates significantly from the constant 1. Our computation domains are even smaller, but the semi-infinite waveguides are rigorously simulated. The results in Fig. 11 and Fig. 12 are obtained with $N = 7$, therefore we only have to solve linear systems with 224 and 812 unknowns for waveguides with single and double stubs, respectively. To gain more confidence in our solutions, we have further increased the computation domain and the
integer $N$, but the results remain the same.

Finally, we consider an example previously analyzed by Ikuno and Naka [6]. As shown in Fig. 13 (left panel), the structure is a $60^\circ$ waveguide bend with a microcavity, where the bulk

\[
\text{PhC is a triangular lattice of dielectric rods in air. The waveguide is formed by removing one row of rods. The refractive index and the radius of the rods are } 3.4 \text{ and } 0.175a, \text{ respectively, where } a \text{ is the lattice constant. The dielectric rod at the center of the microcavity is allowed to have a different refractive index. We analyze the transmission and reflection characteristics of the bend, assuming that the background PhC and the waveguides all extend to infinity and an incoming propagating mode is given in the horizontal waveguide. For this structure, we use hexagon unit cells and the computation domain shown in Fig. 13. The computation domain is obtained by truncating the bulk PhC in directions transverse to the waveguide axes with simple zero Dirichlet boundary conditions and terminating the semi-infinite waveguides with rigorous boundary conditions. Retaining five rows in each side of the waveguides and keeping some distance between the two boundaries for terminating the waveguides, we obtain the computation domain with 127 unit cells. For this structure, there are three distinct hexagon unit cells: the regular unit cell with a rod, the empty defect cell and the special cell at the center of the microcavity. For each unit cell, we calculate a $(6N) \times (6N)$ matrix approximation of the DtN map using $N$ points on each edge. As described in section 4, the DtN maps of the unit cells are used to build the rigorous boundary conditions for terminating the waveguides. Finally, we set up a linear system of equations for the wave field on the cell edges. The total number of edges included in the linear system is 378 (about three edges per unit cell). In Fig. 13, we show the transmission spectra for a few different values of $\varepsilon_s$ (the dielectric constant of the special rod at the center) and for the $E$ polarization. Our results are obtained with $N = 4$ and they agree well with the FDTD results reported in [6]. For $\varepsilon_s = 1$, a resonant transmission is observed at $\omega a/(2\pi c) = 0.4084$. In Fig. 14, we show the magnitude of the electric field at the resonant frequency. The field is particularly strong around the microcavity and it has nearly identical patterns in the two waveguides. Our method is efficient, since the linear system involves only $378 \times N = 1512$ unknowns.

6. Conclusions

In this paper, we presented a Dirichlet-to-Neumann (DtN) map method for analyzing general two-dimensional photonic crystal (PhC) devices. The bulk PhC is a square or triangular lattice
of circular cylinders in a homogeneous background medium. The device is connected by a few PhC waveguides (as ports) that extend to infinity. The method relies on the DtN maps of both regular and defect unit cells. A computation domain is obtained by terminating the PhC waveguides using rigorous boundary conditions. The problem is reduced to a relatively small linear system of equations on the edges of the unit cells in the computation domain. Accurate solutions are obtained using only 5 or 4 points on each edge for square or hexagon unit cells, respectively. This implies that we use only 10 or 12 unknowns for each unit cell in the final linear system of equations. In fact, these values correspond to representing the wave field in each unit cell by 20 or 24 cylindrical waves. For unit cells that are smaller than the free space wavelength, this is usually quite sufficient.

Most authors use the FDTD method to analyze PhC devices, but the accuracy may be limited if infinite PhC waveguides are truncated by perfectly matched layers. In earlier works, the DtN-map method was developed for eigenvalue problems associated with band structures [21,22,29], PhC waveguides [23] and microcavities [24], and to boundary values problems for finite PhCs between two homogeneous media [25–28]. The DtN-map method presented in this paper has a much wider scope as demonstrated in many numerical examples. Since the equation for an interior edge is only related to the edges of two neighboring unit cells (Section 2), the DtN-map method gives rise to sparse linear systems. In contrast, the multipole method [30–32] produces dense linear systems for coefficients in cylindrical wave expansions around the cylinders. However, the DtN-map method is currently limited to ideal two-dimensional structures that are invariant in the third dimension. Further work is needed to extend this method to devices in

![Fig. 14. Magnitude of the electric field in a 60° photonic crystal waveguide bend (with a microcavity) at a resonant frequency.](image-url)
PhC slabs.
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