Abstract—Photonic crystal (PhC) heterostructures combining segments of slightly different PhCs have been used to develop photonic devices, such as high-performance add/drop filters and microcavities with ultra-high quality factors. In this paper, we present a highly efficient computational method for simulating PhC heterostructure devices based on a two-dimensional (2D) model. The method delivers high-accuracy results with ultra-small computational domains and an exponential convergence rate, and it takes full advantage of the existence of many identical unit cells and the circular shape of the air-holes in typical slab-based PhC heterostructure devices. The 2D model can capture many features of realistic PhC heterostructure devices fabricated on silicon slabs. Our method can be used to explore a large number of parameters in the design and optimization process.

Index Terms—Photonic crystals, heterostructures, microcavities, waveguides, numerical methods.

I. INTRODUCTION

In recent years, photonic crystal (PhC) heterostructures [1]–[3] have been used to develop high-performance photonic devices for some potentially important applications. A PhC heterostructure device is usually fabricated on a dielectric slab, and it consists of a number of segments where each segment is a PhC possibly with some defects. An important advantage of PhC heterostructures is that out-of-slab radiation losses can be very small if the PhCs in different segments differ only slightly. This has led to the realization of mode-gap cavities with extremely large quality factors [4]–[6] and highly efficient add-drop filters [7]–[9]. PhC cavities with high quality factors and small mode volumes can significantly enhance the interaction between light and the host media, leading to many applications in nonlinear optics, quantum optics, laser, sensing, etc. [10]–[12].

To design and optimize PhC heterostructure devices, efficient numerical methods are essential. Realistic PhC heterostructure devices based on high-index dielectric slabs are three-dimensional structures that require full-vector three-dimensional (3D) simulations. Unfortunately, 3D simulations are very expensive for practical PhC devices, due to the complexity of the structures (high index-contrast, curved interfaces, sharp edges) and the periodic PhC waveguides serving as input and output ports. In particular, if the computational domain is too small, reflections from the boundaries that terminate the PhC waveguides can produce large errors. The perfectly matched layer (PML) [13], [14] technique is widely used to truncate unbounded domains in numerical simulations of waves, but it is not effective for terminating periodic waveguides [15], [16].

For PhC devices based on slabs, light is mostly confined to the slab. Therefore, a two-dimensional (2D) model may be able to capture many features of the device. For PhC slabs with air-hole arrays, a simple 2D model is a Helmholtz equation derived by the effective index method or its enhancements [17]–[25]. Clearly, a 2D Helmholtz equation cannot be used to rigorously analyze out-of-slab radiation losses, but it can be used to model lightwave phenomena that are mostly confined to the slab and gain physical insight. For design and optimization of PhC devices, repeated simulations with different design parameters are necessary. A 2D model can be used to explore a large parameter space and to identify potentially useful designs which can be further improved by more accurate 3D simulations.

While 2D Helmholtz equations are much easier to solve than the 3D Maxwell’s equations, efficient computational methods are still needed. Time-domain methods based on finite difference [26] and discontinuous Galerkin [27]–[29] techniques, are popular, but large computational domains are needed for proper modeling of outgoing waves in photonic crystal waveguides. In the frequency domain, the finite element method [30] is versatile and widely used, but some special methods for PhCs can be far more efficient [31], [32]. In Ref. [33], we developed the so-called Dirichlet-to-Neumann (DtN) map method for idealized 2D devices in a single background PhC. The method is particularly efficient, because it takes advantage of the many identical unit cells, uses analytic solutions in unit cells with circular cylinders, and truncates PhC waveguides by rigorous boundary conditions. The computational domain of the DtN-map method is much smaller than other methods, and only the unknown field on the edges of the unit cells are solved. This leads to relatively small linear systems even when the PhC devices are many times larger than the wavelength. Furthermore, the linear systems have sparse coefficient matrices, and can be efficiently solved.

In this paper, we extend the DtN-map method to PhC heterostructure devices. In particular, we analyze PhC waveguides, waveguide junctions, mode-gap cavities, and waveguide-cavity systems, all in PhC heterostructures. Although these calculations are based on a 2D Helmholtz equation, they are related to experimental results.

II. DTN MAPS AND PHC WAVEGUIDES

For idealized 2D structures which are invariant in the $z$ direction and for $H$ polarized light propagating in the $xy$...
The DtN-map method was first developed for computing transmission and reflection spectra of finite 2D PhCs [34] and band structures of infinite PhCs [35]. Since then, the method has been extended to analyze PhC waveguides [36], microcavities [37], and general PhC devices [33]. In the following, we give a brief outline of the DtN-map method for analyzing PhC waveguides. More details are given in Refs. [33], [36].

The key ingredient of the method is the DtN maps of the unit cells. For a unit cell $\Omega$, the DtN map is an operator $\Lambda$ that maps the wave field to its normal derivative on the boundary of $\Omega$. For the $H$ polarization, we have

$$\Lambda u = \frac{\partial u}{\partial \nu} \quad \text{on} \quad \partial \Omega, \quad (2)$$

where $u$ satisfies Eq. (1) in $\Omega$, $\partial \Omega$ is the boundary of $\Omega$, and $\partial \nu u$ is the normal derivative of $u$. In practice, $\Lambda$ is approximated by a small matrix. For unit cells with a circular cylinder (rods or holes), the DtN maps can be constructed from cylindrical wave expansions [34], [35]. For the PhC waveguide shown in Fig. 1(a), we follow the unit cells and consider one period of the waveguide (denoted by $S$) as shown in Fig. 1(a) and also in Fig. 2 where the $x$ axis is in the vertical direction.

The transverse direction is truncated with $N_t = 7$ unit cells remaining in each side of the waveguide core. Let $\Gamma_0$ and $\Gamma_1$ be the lower and upper boundaries of domain $S$ shown as the red curves in Fig. 2, and assuming $u = 0$ on the lateral boundaries of $S$ (blue curves in Fig. 2), we can construct an operator $\mathbf{M}$ (also approximated by a matrix) from the DtN maps of the unit cells, such that

$$\mathbf{M} \begin{bmatrix} u_{\Gamma_0} \\ u_{\Gamma_1} \end{bmatrix} = \begin{bmatrix} \partial_{\nu} u_{\Gamma_0} \\ \partial_{\nu} u_{\Gamma_1} \end{bmatrix}. \quad (3)$$

If $u$ is a Bloch mode of the PhC waveguide with a Bloch wavenumber $\beta$, then

$$u_{\Gamma_1} = \rho \ u_{\Gamma_0}, \quad \partial_{\nu} u_{\Gamma_1} = \rho \partial_{\nu} u_{\Gamma_0}, \quad (4)$$

where $\rho = e^{i\beta a_1}$. The above relations allow us to re-write Eq. (3) as a generalized eigenvalue problem

$$\begin{bmatrix} \mathbf{M}_{11} & -1 \\ \mathbf{M}_{21} & 0 \end{bmatrix} \begin{bmatrix} u_{\Gamma_0} \\ \partial_{\nu} u_{\Gamma_0} \end{bmatrix} = \rho \begin{bmatrix} -\mathbf{M}_{12} & 0 \\ -\mathbf{M}_{22} & \mathbf{I} \end{bmatrix} \begin{bmatrix} u_{\Gamma_0} \\ \partial_{\nu} u_{\Gamma_0} \end{bmatrix}, \quad (5)$$

where $\mathbf{I}$ is the identity operator, $\mathbf{M}_{jk}$ (for $j, k = 1, 2$) are the blocks of $\mathbf{M}$.

Following the work of Song et al. [4], we let $a_1 = 410 \text{ nm}$, $a_2 = 420 \text{ nm}$ and $r = 0.29a_2$ ($r$ is the radius of the air-holes) for all three waveguides shown in Fig. 1. The refractive index (outside the holes) used in the 2D Helmholtz equation (1) is assumed to be $n_e = 2.76$. Using the DtN-map method, we analyze these three PhC waveguides. The dispersion relations of the propagating Bloch modes (corresponding to a real $\beta$ and

---

**Fig. 1.** Three different PhC waveguides. PhCW1: standard line-defect waveguide; PhCW2: horizontally stretched waveguide; PhCW3: waveguide with increased core width. The $x$ and $y$ axes point to the horizontal and vertical directions, respectively.

**Fig. 2.** One period of a PhC waveguide in a bulk PhC with a triangular lattice of air-holes. The $x$ axis is in the vertical direction.
$|\rho| = 1$ are shown in Fig. 3. These results are obtained using $N_p = 7$ points on each edge of the unit cells. The DtN maps of the unit cells are constructed from cylindrical wave expansions as in [34], [35], and approximated by $42 \times 42$ matrices. The operator $M$ is approximated by a $406 \times 406$ matrix. Its blocks $M_{jk}$ ($j,k = 1,2$) are $203 \times 203$ matrices. Even though some unit cells for the second and third waveguides are not regular hexagons, the cylindrical wave expansions still have exponential convergence. For $N_p = 7$, the wave field in the unit cells are approximated by a linear combination of $6N_p = 42$ cylindrical waves, and resulting DtN maps are sufficiently accurate.

From Fig. 3, a frequency interval $F_g$ can be identified where the first waveguide has no propagating mode, but the second waveguide still has a propagating mode. This interval is given by $0.2604 < \omega a_1/(2\pi c) < 0.2645$. It is related to the different mode-gaps of these two waveguides. Note that the mode-gap of a PhC waveguide is the subinterval of the relevant bandgap (of the surrounding PhC) where the waveguide does not have a propagating mode.

III. WAVEGUIDE DISCONTINUITIES

A simple PhC heterostructure can be formed if two semi-infinite PhC waveguides are put together. In Fig. 4, we show a heterostructure where the left and right half-planes correspond to the PhC waveguides shown in Fig. 1(b) and Fig. 1(a), respectively. Therefore, the PhC in the right half-plane has a regular triangular lattice of air-holes with lattice constant $a_1$, and the PhC in the left half-plane is obtained by stretching the period in the horizontal direction to $a_2$. The dashed line (at $x = 0$) is the interface between the two waveguides. From the results shown in Fig. 3, we expect that when the normalized frequency is in the interval $F_g = (0.2604, 0.2645)$, an incoming propagating mode in the left waveguide will be completely reflected back, but if the frequency is above the upper limit of $F_g$, the mode will be able to transmit to the right waveguide. Therefore, it is interesting to calculate the transmission and reflection spectra for frequencies in and above $F_g$.

The incident and reflected waves in the left waveguide can be written down using the Bloch modes of the waveguide:

$$u^{(i)}(x,y) = \hat{\phi}^{(2)}_1(x,y) e^{i\beta_1^{(2)}x}, \quad x < 0,$$

$$u^{(r)}(x,y) = \sum_{j=1}^{\infty} B_j \hat{\phi}^{(2)}_j(x,y) e^{-i\beta_j^{(2)}x}, \quad x < 0,$$

where $\beta_j^{(2)}$ is real, $\text{Im}[\beta_j^{(2)}] > 0$ for all $j \neq 1$, $\hat{\phi}^{(2)}_j$ is periodic in $x$ with period $a_2$, and $B_j$ are the unknown expansion coefficients. Notice that $\beta_1^{(2)}$ is chosen so that the Bloch mode $\hat{\phi}^{(2)}_1 e^{i\beta_1^{(2)}x}$ carries positive power in the $x$ direction. It turns out that we should choose a negative value for $\beta_1^{(2)}$. This is also related to the negative slopes of the dispersion curves shown in Fig. 3. The transmitted wave in the right waveguide can be written as

$$u^{(t)}(x,y) = \sum_{j=1}^{\infty} C_j \hat{\phi}^{(1)}_j(x,y) e^{i\beta_j^{(1)}x}, \quad x > 0,$$

where $\beta_j^{(1)}$ is real (actually $\beta_j^{(1)} < 0$) for frequencies above $F_g$, $\text{Im}[\beta_j^{(1)}] > 0$ for $j \neq 1$ and for $j = 1$ if the frequency is in $F_g$, $\hat{\phi}^{(1)}_j$ is periodic in $x$ with period $a_1$, and $C_j$ are the unknown expansion coefficients. We have used the superscripts (1) and (2) to distinguish the Bloch modes in the first and second waveguides as shown in Fig. 1. The normalized power reflection coefficient is $R = |B_1|^2$. For frequencies above $F_g$, the transmission coefficient $T$ is the product of $|C_1|^2$ with the ratio of the powers carried by the propagating Bloch modes of the two waveguides.

The heterostructure shown in Fig. 4 can be divided into hexagon unit cells (with or without a hole). The unit cells in the right half-plane are regular hexagons with edge length $a_1/\sqrt{3}$. The distance between any pair of opposite edges of the unit cell is $a_1$. In the left half-plane, the unit cells are horizontally stretched hexagons, such that the distance between the two opposite vertical edges is $a_2$. Around the interface at $x = 0$, we have a set of special hexagon unit cells, as shown in Fig. 4, for which only the left half is stretched. The length of the two vertical edges is still $a_1/\sqrt{3}$, and their $x$-coordinates are $-a_2/2$ and $a_1/2$, respectively. These special unit cells are bounded and connected by the red edges shown in Fig. 4.

Along the red edges in Fig. 4, two continuous curves $\Gamma_0$ and $\Gamma_1$ can be identified as the boundaries of the left and right PhC waveguides. Both $\Gamma_0$ and $\Gamma_1$ contain the vertical edges at $x = 0$ (they coincide there), and they further contain
the three left and three right edges of each special unit cell, respectively. For the right semi-infinite PhC waveguide, we can establish a rigorous boundary condition

\[ \frac{\partial u}{\partial \nu} = L_1^+ u \quad \text{on} \quad \Gamma_1, \]  

(9)

where \( L_1^+ \) is an operator and it is approximated by a matrix in practice. Equation (9) relies on the Bloch mode expansion (8). To calculate \( L_1^+ \), we start from the operator \( \mathbf{M} \) for one period of the waveguide, compute the Bloch modes from eigenvalue problem (5), the use \( \mathbf{M} \) and the expansion (8) to construct \( L_1^+ \). The details are given in our earlier work [33]. On \( \Gamma_0 \), we have a similar boundary condition for terminating the left semi-infinite PhC waveguide:

\[ \frac{\partial u}{\partial \nu} = L_2^- u + g \quad \text{on} \quad \Gamma_0. \]  

(10)

The operator \( L_2^- \) is related to the reflected wave as given in (7). For \( L_1^+ \) and \( L_2^- \), the subscripts (1 or 2) correspond to the waveguides shown in Fig. 1 and the superscripts (+ or −) indicate the directions for which the semi-infinite waveguides extend to. Since the left waveguide contains an incident wave, the boundary condition (10) has an inhomogeneous term \( g \). For more details, we refer the readers to Ref. [33].

For each special (half-regular and half-stretched) hexagon unit cell \( \Omega_j \), we can find a DtN map \( \mathbf{A}_j \) satisfying an equation like (2). These special unit cells are bounded by \( \Gamma_0 \) and \( \Gamma_1 \). Therefore, on each edge of a special unit cell, we can evaluate \( \partial_i u \) using the DtN map, and by Eq. (9) or Eq. (10). On a common vertical edge of \( \Gamma_0 \) and \( \Gamma_1 \) at \( x = 0 \), \( \partial_i u \) can be evaluated using both Eqs. (9) and (10). Equating the two expressions of \( \partial_i u \) on each red edges shown in Fig. 4, we obtain a linear system

\[ \mathbf{A} \mathbf{u} = \mathbf{f}, \]  

(11)

where \( \mathbf{u} \) stands for \( u \) on all red edges in Fig. 4.

As in the previous section, we assume \( a_1 = 410 \text{ nm} \), \( a_2 = 420 \text{ nm} \), \( r = 0.29a_2 \) and \( n_e = 2.76 \), truncate the \( y \) direction by keeping \( N_y = 7 \) unit cells in each side of the waveguide core, and discretize each edge of the unit cells by \( N_p = 7 \) points. In that case, the curves \( \Gamma_0 \) and \( \Gamma_1 \) each contain 29 edges, the operators \( L_1^+ \) and \( L_2^- \) are approximated by \( 203 \times 203 \) matrices. There are a total of 50 red edges in Fig. 4. Therefore, \( \mathbf{A} \) is a \( 350 \times 350 \) matrix and \( \mathbf{u} \) is a vector of length 350. From the solution \( \mathbf{u} \), the expansion coefficients \( B_j \) and \( C_j \) can be constructed. In Fig. 5, we show the transmission and reflection spectra of the waveguide discontinuity. Clearly, a perfect reflection occurs for frequencies in the interval \( F_g \). When the frequency is larger than the upper limit of \( F_g \), i.e., \( \omega_1/(2\pi c) = 0.2645 \), there is a sharp drop in the reflection coefficient. The power balance law \( T + R = 1 \) is satisfied to high precision.

In [2], Song et al. reported experimental and numerical results for a slightly different waveguide discontinuity involving two PhCs with lattice constants \( a_1 \) and \( a_2 \). Both PhCs have regular triangular lattices of air-holes. Since the periods in the \( y \) direction of these two PhCs are different, there is a lattice mismatch at the interface. Nevertheless, a sharp transition from 0 to 1 is observed in the transmission spectrum.

IV. Mode-gap Cavities

When the frequency is in the interval \( F_g \), light cannot propagate in the first PhC waveguide shown in Fig. 1(a), but can still propagate in the second waveguide shown in Fig. 1(b). A mode-gap cavity is created to hold light in a small segment of the second waveguide by connecting it to two semi-infinite segments of the first waveguide. In Fig. 6, we show a mode-gap cavity where the length of the second waveguide is only \( 2a_2 \). Two vertical dashed lines in Fig. 6 are the interfaces between the different PhC segments. In the following, we use the DtN-map method to calculate the resonant mode of the cavity.

As in the previous section, we use two curves \( \Gamma_0 \) and \( \Gamma_1 \) that follow the edges of the hexagon unit cells to terminate the semi-infinite PhC waveguides in the left and right. Assuming the \( y \) axis is located at the center of the structure, the two dashed lines are located at \( x = \pm a_2 \), and \( \Gamma_0 \) and \( \Gamma_1 \) are mirror images of each other. Since the left and right semi-infinite waveguides have regular hexagon unit cells, \( \Gamma_0 \) and \( \Gamma_1 \) consist of edges with length \( a_1/\sqrt{3} \). If the frequency is given, we can set up rigorous boundary conditions on \( \Gamma_0 \) and \( \Gamma_1 \). The boundary condition on \( \Gamma_1 \) is still Eq. (9). On \( \Gamma_0 \), the boundary condition should be

\[ \frac{\partial u}{\partial \nu} = L_1^- u, \quad \text{on} \quad \Gamma_0. \]  

(12)

Comparing with the boundary condition used in the previous section, i.e., Eq. (10), we notice that the above has no inhomogeneous term, since there is no incident wave for the
The magnetic field pattern of a resonant mode of a mode-gap cavity.

resonant cavity problem. In addition, the operator $L_1^\pm$ has a subscripts 1 to indicate its link with the first waveguide of Fig. 1.

The region between $\Gamma_0$ and $\Gamma_1$ can be divided to hexagon unit cells. Those unit cells between the two dashed lines are horizontally stretched hexagons, so that the distance between the two vertical edges is $a_2$. The special unit cells that cut through the dashed lines are half-regular and half-stretched. The distance between the two vertical edges of a special unit cell is $(a_1 + a_2)/2$. For each unit cell in this region, we can find its DtN map. Based on the boundary conditions (9) and (12), the DtN maps of the unit cells, and a zero boundary condition for terminating the $y$ direction, we can set up a homogeneous linear system

$$A(\omega)u = 0,$$

where $u$ stands for $u$ on the edges of the unit cells between and including $\Gamma_0$ and $\Gamma_1$. Since the DtN maps of the unit cells and the boundary operators $L_1^\pm$ all depend on the frequency, the coefficient matrix $A$ depends on $\omega$. For a resonant mode, the frequency $\omega$ is actually to be determined. From Eq. (13), we realize that a non-zero solution $u$ only exists when the matrix $A$ is singular. This gives us the condition for solving $\omega$. For example, we can solve $\omega$ from

$$\lambda_1(A) = 0,$$

where $\lambda_1$ is the eigenvalue of $A$ with the smallest magnitude. Once $\omega$ is solved, a non-zero vector $u$ can be found, and the wave field in any unit cell can be constructed.

Using the same parameters $(a_1, a_2, r, n_c, N_t, N_p)$ as in the previous section, we calculate the resonant frequency of the mode-gap cavity, and obtain $\omega a_1/(2\pi c) = 0.026360047$. The magnetic field of the resonant mode is shown in Fig. 7. Notice that the 2D Helmholtz equation (1) cannot model out-of-slab radiation, thus the cavity confines light without any leakage. Song et al. [4] calculated resonant modes of mode-gap cavities fabricated on a silicon slab with a thickness $0.5a_2 = 252$ nm, and obtained a $Q$-factor larger than 2 million for $r = 0.29a_2$.

In order to inject light into the cavity, we need to couple it with a waveguide which has a propagating mode for frequencies around the resonant frequency. As in Ref. [4], we consider the structure shown in Fig. 8, where a PhC waveguide with its core increased by $0.1a_1$ is placed below the mode-gap cavity. Nine rows of air-holes are kept between the cavity and the additional waveguide. Outside the two dashed lines, this additional waveguide is the third waveguide shown in Fig. 1(c), and it supports a propagating mode in the frequency interval $F_p$. However, with this additional waveguide, the nature of the cavity has changed. Since power can escape from the cavity through the added waveguide, the cavity mode becomes leaky.

The DtN-map method can be used to calculate leaky cavity modes [38]. As shown in Fig. 8, we have two curves $\Gamma_0$ and $\Gamma_1$ which serve as the boundaries of the semi-infinite PhC waveguides in the left and right sides of the cavity. Notice that the computational domain is significantly extended in the negative $y$ direction to include the new waveguide. The boundary conditions on $\Gamma_0$ and $\Gamma_1$ can be written down as

$$\frac{\partial u}{\partial \nu} = L_3^- u \quad \text{on} \quad \Gamma_0,$$

$$\frac{\partial u}{\partial \nu} = L_3^+ u \quad \text{on} \quad \Gamma_1.$$
be established with the aid of Dtn maps of the unit cells and the boundary conditions (15) and (16). However, the matrix A is non-singular for real $\omega$. Solving Eq. (14), we obtain a complex solution $\omega_1/(2\pi c) = 0.2636001647 - 0.0000000266i$. The real part gives the resonant frequency, and the imaginary part is related to the quality factor: $Q = 0.5|\text{Re}(\omega)|/|\text{Im}(\omega)| \approx 5.0 \times 10^6$. Notice that the resonant frequency of the leaky mode is slightly different from that of the non-leaky mode. The magnetic field pattern of the leaky mode is shown in Fig. 9. Although it appears indistinguishable from the one shown in Fig. 7, actually the field blow up in the lower waveguide as $x \rightarrow \pm \infty$. For the actual 3D mode-gap cavity on a slab [4], it is expensive to calculate its resonant mode when the additional waveguide is included. Our 2D result could be a relevant indicator for the loss to the waveguide in actual 3D structures.

V. WAVEGUIDE-CAVITY SYSTEMS

In the previous section, the mode-gap cavity is allowed to couple to a waveguide, but the structure is only studied as a leaky cavity supporting a resonance with a finite Q factor. In this section, we consider the structure as a waveguide-cavity system, and analyze the response of the system when an incident wave is specified in the input waveguide. Mathematically, this leads to a boundary value problem.

As shown in Fig. 8, we have two vertical dashed lines (assuming they are at $x = \pm a_2$) that separate the different PhC segments. The structure for $x < -a_2$ or $x > a_2$ is regarded as a super-waveguide with two cores. Assuming the incident wave is a propagating Bloch mode given in the super-waveguide for $x < -a_2$, we can expand the wave field for

$$|x| > a_2 \text{ as }$$

$$u = \begin{cases} \phi^{(3)}_j e^{i \beta^{(3)}_j x} + \sum_{j=1}^\infty B_j \phi^{(3)}_j e^{-i \beta^{(3)}_j x}, & x < -a_2 \\ \sum_{j=1}^\infty C_j \phi^{(3)}_j e^{i \beta^{(3)}_j x}, & x > a_2, \end{cases}$$

where $\beta^{(3)}_j$ is real, $\text{Im}(\beta^{(3)}_j) > 0$ for $j \neq 1$, $\phi^{(3)}_j$ is periodic in $x$ with period $a_1$, $B_j$ and $C_j$ are unknown expansion coefficients.

In the above, the reflected and transmitted waves are expanded in the Bloch modes of the super-waveguide. The normalized power reflection and transmission coefficients are simply $|B_1|^2$ and $|C_1|^2$, respectively.

To use the Dtn-map method, we need the two curves $\Gamma_0$ and $\Gamma_1$ shown in Fig. 8 to set up boundary conditions that terminate the semi-infinite waveguides in the left and right. The boundary condition on $\Gamma_0$ is essentially the same as (10). We have

$$\frac{\partial u}{\partial \nu} = L_\beta u + g \text{ on } \Gamma_0,$$

where $g$ is related to the incident Bloch mode. The boundary condition on $\Gamma_1$ is given in (16). The Dtn-map method gives rise to the linear system (11), where $u$ represents $u$ on the edges of the unit cells between $\Gamma_0$ and $\Gamma_1$, and $f$ is related to the inhomogeneous term in Eq. (18). Based on the same parameters ($a_1$, $a_2$, $r$, $n_e$, $N_l$ and $N_e$) as before, we obtain the reflection spectrum shown in Fig. 10. Notice that the reflection coefficient is close to zero except in an extremely narrow frequency range where it has a peak and reaches 1 at $\omega a_1/(2\pi c) = 0.26360016$. The peak frequency is exactly the resonant frequency of the leaky cavity mode shown in Fig. 9.

Song et al. [4] fabricated the waveguide-cavity system on a silicon slab of thickness 250 nm, measured the intensity of light as a function of the incident wavelength. A sharp peak similar to the one in Fig. 10 was observed, leading to their estimated experimental Q-factor around 600,000. A direct numerical simulation for the 3D waveguide-cavity system is difficult. Without a very high resolution, it is impossible to capture the sharp peak in the reflection spectrum related to a resonance with a quality factor above 2 millions.
In this paper, some accurate computational results are presented for a number of PhC heterostructure devices, based on an extended DtN-map method and a 2D Helmholtz equation. The structures considered include PhC waveguides, waveguide discontinuities, mode-gap cavities and a waveguide-cavity system, all in PhC heterostructures. Our study follows the work of Song et al. [4] where 3D numerical results for mode-gap cavities (without the input waveguide) and experimental results for the waveguide-cavity system were presented. Although 2D models based on the Helmholtz equation cannot be used to predict out-of-slab radiation losses, our results still have certain similarity with the experimental and 3D numerical results of Song et al. [4]. We believe that 2D models are useful for analyzing PhC slab structures, especially when the out-of-slab radiation loss is insignificant.

The DtN-map method was first developed to study basic properties of idealized 2D PhCs [34], [35], but it is particularly efficient for analyzing general PhC devices [33] and leaky cavities [38]. In particular, the method computes a rigorous boundary condition for terminating PhC waveguides, and this has led to very small computational domains. While our previous studies are concentrated on PhC structures with regular hexagon and square unit cells, the examples presented in this paper indicate the the DtN-map method remains highly accurate for slightly deformed unit cells that appear in PhC heterostructures. We believe the method is useful for analyzing more complicated PhC heterostructure devices, and it can be used in the design and optimization process for quickly exploring a large number of design parameters.
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